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Paper in a Nutshell Our Proposed GridCART

1. We found that the worst-case zero purity gain leads to GridCART can not only be practical but also always
a serious obstacle for consistency analysis of CART.

2. We found that using Influence as the impurity measure
can always get a positive purity gain, but an Influence

obtains a positive purity gain. The key is to estimate
the probability density, and further the Influence.
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each node to two children.
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Process of our proposed GridCART

This type of algorithm succeeds in many real-world
tasks, but the consistency is far from clear. Theoretical Guarantees
CART vs InfCART Consistency rate for GridCART

Theorem 8 (informal). Under certain assumptions,

Algorithm Impurity Measure the.ezpected excess error qf tree Tk, learned by
A - - GridCART has the following upper bound
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CART always gets zero purity gain in the worst case see (a), Choosing hyn, = © (n )7 K, = Q(n ), we

while INfCART (a variant) calculates the average purity gain on obtain a consistency rate of order O (n_l/(d”)).
every line and gets a positive average purity gain see (b).

GridCART can reach a consistency rate of order
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(a) The worst-case purity. ) Tihe By aerm s elmeye. Positive average  An Influence oracle
gain is zero for CART. positive for INfCART. INfCART

purity gain required




